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Abstract. The present paper is dedicated to a problem of shape optimization where the ex-
ternal loads applied to the structure are subject to uncertainties. The objective functional and the
constraints can be written as the expected value of a polynomial functional of degree m. We pro-
vide a deterministic expression of the expectation of the polynomial as a function of the first m
moments of the random variables modeling the uncertainties, as well as a method to compute its
shape derivative according to the method of Hadamard. In particular, no further assumptions on
the distribution of the random variables are required, and the method presented in this article is not
based on computationally expensive sampling techniques. The proposed method can be applied in
different contexts, like the study of the variance of a quadratic functional, or the optimization of a
functional approaching the L∞-norm of a quantity in the structure.
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1. Introduction. Shape and topology optimization is a topics of ever increasing
interest in the domains of engineering. The design of mechanical structures satisfying
several constraints of different natures is a difficult problem for engineers, and shape
optimization techniques offer an automated approach to devise original designs which
satisfies with the given constraints. In the context of mechanical engineering, the
optimization problem often concerns the optimization of elastic structures satisfying
some requirements on their mass, and their robustness under a given mechanical load.
Such robustness is usually estimated using the mechanical compliance of the structure,
or by computing some yield criterion like the von Mises stress (see e.g. [6, 9]).

The increasing demand of optimized structures and the progress in computational
science have resulted in the development of different optimization techniques. The
approach considered in this paper relies on Hadamard’s boundary variation method,
treated extensively in [45, 2] and [31, chapter 5]. The profile of the structure is
represented numerically by using a level-set approach on conforming meshes (see [47]
for a comprehensive review of the level-set method, and [7, 4, 25, 22] for its application
in the context of shape optimization). Other approaches to topology optimization
include the class of density methods (see [10, 11]), among which the Solid Isotropic
Material with Penalization (SIMP) method is the most widely encountered. We refer
the reader to [5, 11], and to the review paper [44] for further information on the
multiple techniques for shape and topology optimization. As of today, the main design
softwares available on the market offer tools for structure optimization, integrating
new features and developments at each release of a new version.

In industrial applications it is unrealistic to consider that all information on the
problem is perfectly known. On the contrary, the presence of uncertainties on the
geometry, on the material properties, and on the external loads applied on the struc-
ture must be accounted for in the design in order to assure a correct manufacturing
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process and that the performances stay acceptable under a range of uncontrolled vari-
ations of the ambient conditions. The handling of uncertainties on the shape of the
domain is studied in [14, 19, 20, 21]. In [3] the authors address the issue of small
uncertainties on the material properties, on the external loads, and on the geometry
of the structure by linearizing the perturbation around their mean value. In [15] the
mean and the variance of a generic objective functional are estimated by using a di-
mension reduction method followed by a Gauss-type quadrature sampling, while the
shape sensitivities are computed by using the analytical derivatives of the random
moments. The authors of [26] study the minimization of the mean and the variance
of the mechanical compliance of an elastic structure, considering an exact expression
of the random moments and their sensitivities with respect to the shape. A similar
approach is adopted in [18], where the authors provide a method to compute analyt-
ically the expected value of a generic quadratic functional in terms of the first and
second moments of the random variables modeling the uncertainties.

The present work adapts and extends the approach of [18] to the case of polyno-
mial functionals of the right-hand side of the state equation. We consider the shape
optimization problem as an instance of a PDE-constrained optimization problem. We
suppose the right-hand side of the partial differential equation to be subject to un-
certainties, without any assumption on their amplitude, and the uncertainties are
modeled as random variables, by using suitable Bochner spaces. Let us consider a
functional of the shape that can be expressed as a polynomial function of degree m
of the solution of the state equation. Similarly to the procedure detailed in [18], we
introduce a deterministic correlation tensor of order m, which depends only on the
firstm random moments. Consequently, it is possible to compute exactly the expected
value of the functional of interest.

Our main contribution is Theorem 2.7 that provides the analytic expression of its
shape derivative in terms of the first m moments of the random variables modeling
the uncertainties, without any further assumption on their distributions. In the case
of a finite dimensional valued uncertainty, no tensor are needed and we present in
Proposition 2.8 the corresponding result. Notably, no sampling method requiring a
large number of simulations is used in the method presented here.

An application of the proposed procedure is related to the utilization of the Lm-
norm of a function as a smooth approximation of its L∞-norm (i.e. its supremum)
in a given domain. Indeed, by considering the Lm-norm of the stress in the domain
as functional of interest, we are able to derive shapes where, on average, stress is
less concentrated than in the ones obtained by controlling the expectation of the
mechanical compliance.

This article is organized as follows. Section 2 states the main results of this article:
it introduces the correlation operator for multilinear functionals and its applications
in the context of shape optimization, with a particular focus on the context of linear
elasticity. In section 3 we provide a numerical application, where a tridimensional
structure is subject to an uncertain load, and its mass is minimized under a constraint
on the L6-norm of the von Mises stress in the domain. The conclusions are drawn in
section 4. For ease of reading, we recall in Appendix A the mathematical structures
and techniques required to state the shape optimization problem and its solution.
In particular, we recall the definition and properties of the Hadamard derivative,
introduce the notion of tensor product between Hilbert spaces and projective product
space, and sketch a model for dealing with uncertainties. Finally, the needed details
on the numerical implementation for the reproduction of the results are gathered in
Appendix B.
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2. Main results.

2.1. Correlation operator and multilinear functionals. We begin our study
by introducing the correlation operator for multilinear functionals defined on Hilbert
spaces under uncertainties. The random component of the problem is treated by con-
sidering functions defined on suitable Bochner spaces. More details on the proerties
of Bochner spaces and tensor products are provided in Appendix A. The correlation
operator has been studied in the context of shape optimization under uncertainties
in [18], limitedly to bilinear functionals defined on Hilbert spaces.

Let us consider the measure space (O,F ,P), where O is the event space, F ⊂ 2O

is a σ-algebra on O, and P is a probability measure, and let (X , ∥·∥X ) be a Banach
space. First of all, we can state a result about the Bochner-integrability of the tensor
product.

Proposition 2.1. Let H1, . . . ,Hm be Hilbert spaces, each endowed with the inner
product ⟨·, ·⟩Hi

for i = 1, . . . ,m. Let us consider x1, . . . , xm, each belonging to the

Bochner space Lm (O,P;Hi). Finally, we define the mapping ω 7→
⊗m

i=1 xi(ω) from
the event space O to the Hilbert space

⊗m
i=1Hi. Then, such a function belongs to the

Bochner space L1 (O,P;
⊗m

i=1Hi).

Proof. We consider the Hilbert spaces H1, . . . ,Hm as well as their tensor prod-
uct

⊗m
i=1Hi as Banach spaces with respect to the norms induced by their respective

inner products. In order to prove that
⊗m

i=1 xi(·) ∈ L1 (O,P;
⊗m

i=1Hi), we estimate
its norm, and we use Hölder’s inequality extended to multiple terms

∫
O

∥∥∥∥∥
m⊗
i=1

xi(ω)

∥∥∥∥∥⊗m
i=1Hi

dP(ω) =
∫
O

(
m∏
i=1

∥xi(ω)∥Hi

)
dP(ω)

≤
m∏
i=1

(∫
O
∥xi(ω)∥mHi

) 1
m

dP(ω) =
m∏
i=1

∥xi∥Lm(O,P;Hi)
< ∞.

Next, the correlation operator is introduced. As it is remarked in [18], the liter-
ature is not consistent in the definition of the correlation between random variables.
In this paper, we adopt the following definition.

Definition 2.2 (Correlation operator on Bochner spaces). Let
(
Hi, ⟨·, ·⟩Hi

)
be Hilbert spaces for i = 1, . . . ,m. Let us consider the linear operator defined on∏m

i=1 L
m (O,P;Hi), mapping (x1(·), . . . , xm(·)) to

⊗m
i=1 xi(ω). Thanks to Proposi-

tion 2.1, we know that the function ω 7→
⊗m

i=1 xi(ω) is Bochner-integrable.
The correlation between the m functions x1, . . . , xm is defined as

Cor (x1, . . . , xm) = E

[
m⊗
i=1

xi(ω)

]
∈

m⊗
i=1

Hi,

and the correlation operator Cor :
∏m

i=1 L
m (O,P;Hi) →

⊗m
i=1Hi is a bounded linear

operator associating to m random vectors their correlation. If all arguments of the
correlation operator are the same, we denote Corm (x) = Cor (x, . . . , x).

In [43, 42] the term Corm (x) is denoted as the stochastic moment of order m of x.
Finally, we state a proposition that allows the expression of the expected value

of a multilinear expression in terms of a correlation tensor.
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Proposition 2.3. Let (O,F ,P) be a probability space, H1, . . . ,Hm Hilbert spa-
ces provided with the norms ∥·∥Hi

for i = 1 . . .m, and P :
∏m

i=1 Hi → R a bounded
multilinear operator. Then, there exists a unique bounded, real-valued, linear opera-
tor P̂m defined on

⊗m
i=1Hi such that the following three statements hold true for all

(x1, . . . , xm) ∈
∏m

i=1 L
m (O,P;Hi):

1. P (x1, . . . , xm) ∈ L1 (O,P),
2. P (x1(ω), . . . , xm(ω)) = P̂m (

⊗m
i=1 xi(ω)), for almost all ω ∈ O,

3. E [P (x1, . . . , xm)] = P̂m (Cor (x1, . . . , xm)).

Proof. The first point comes directly from the continuity of the operator P and
the application of Hölder’s inequality. The second can be deduced from the uni-
versal property of the tensor product (see [13, Chapter 9], [34, Theorem 2.6.4], and
Proposition A.6).

In order to prove the third statement, we show that the hypotheses of [32, Propo-
sition 1.2.3] (reported in Appendix A as Proposition A.12) are verified. The func-
tion ω 7→ P (x1(ω), . . . , xm(ω)) is Bochner-integrable thanks to the first point of this

proposition. The operator P̂m is continuous, as proved by the second point of this
proposition. Therefore, we can apply [32, Proposition 1.2.3] and conclude:

E [P (x1, . . . , xm)] = E

[
P̂m

(
m⊗
i=1

xi

)]
= P̂m

(
m⊗
i=1

xi

)
= P̂m (Cor (x1, . . . , xm)) .

2.2. Uncertain loads in linear elasticity. Often, before computing the value
of the objective functional in an optimization problem, it is necessary to pass through
an intermediate step that is the computation of the state of the system. For any
Ω ∈ Sadm, let XΩ and Y be Hilbert spaces, and AΩ : XΩ → Y a bounded, linear,
invertible functional. Let us consider the following optimization problem:

(2.1)

∣∣∣∣∣Find Ωopt ∈ Sadm minimizing Ω 7→ E [J (Ω,g)] = E [PΩ(u, · · · ,u)],
where AΩ u(ω) = g(ω) almost surely,

where PΩ :
∏m

i=1 XΩ → R is a bounded m-multilinear functional. The term u is said
to be the state of the system. The state equation AΩ u = g can be interpreted as
a constraint in the optimization problem, and might require the solution of a partial
differential equation. We remark that, since g ∈ Lm (O,P;Y ) is a random process, u
is a random process in the Bochner space Lm (O,P;XΩ) thanks to the usual elliptic a
priori estimates.

From now on, we focus on shape optimization problems in the context of linear
elasticity. Further information on the theory of linear elasticity can be found in [46,
33].

Definition 2.4 (Strain and stress tensors). Let us consider the two Lamé coef-
ficients λ and µ such that the quantities µ, and 2µ + dλ are strictly positive. For

any v ∈ H1
(
Rd
)d
, representing a displacement field, the infinitesimal strain ten-

sor ϵ (v) is defined as ϵ (v) = ∇v+(∇v)T

2 . The Cauchy stress tensor σ (v) is defined
as the following linear application of the strain tensor, according to Hooke’s law:

(2.2) σ (v) = A∇v = 2µϵ (v) + λ(div v).

where A is the fourth-order stiffness tensor.
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We consider the following shape optimization problem, particular case of prob-
lem (2.1) for linear elasticity.

(2.3)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find Ωopt ∈ Sadm minimizing Ω 7→ E [J (Ω,g)] = E [PΩ(u, · · · ,u)],
where, almost surely, the state u solves:

−div A∇u = 0 in Ω,

A∇un = g on ΓN,

A∇un = 0 on Γ0,

u = 0 on ΓD.

In problem (2.3) we denote ΓN, Γ0 and ΓD three open disjoint portions of the
border of Ω with strictly positive measure. If we consider the mechanical load applied
on ΓN to be a random variable g ∈ Lm

(
O,P; L2 (ΓN)

)
, we can conclude that u(ω) ∈

H1 (Ω)
d
for almost all event ω, and u ∈ Lm

(
O,P; H1 (Ω)

d
)
.

Denoting γ : H1 (Ω)
d → L2 (ΓN) the operator mapping v 7→ v|ΓN , the problem

defining the state equation can be written in variational form:

(2.4)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find u(ω) ∈ V = H1
ΓD

(Ω)
d
such that for all v ∈ V :

⟨A∇u(ω),∇v⟩L2(Ω) = ⟨γ(v),g(ω)⟩L2(ΓN) ,

where

⟨A∇u(ω),∇v⟩L2(Ω) =

∫
Ω

(A∇u(ω) : ∇v) dx,

⟨γ(v),g(ω)⟩L2(ΓN) =

∫
ΓN

g(ω) · v ds.

For simplicity, we suppose that all admissible shapes in Sadm share the portions ΓN

and ΓD, constraining the displacements fields θ ∈ Θadm ⊂ W1,∞ (Rd,Rd
)
to be equal

to 0 on these surfaces. Moreover, we focus our study on functionals PΩ with the
following structure:

(2.5) PΩ(v1, . . . ,vm) =

∫
Ω

q0(v1(x), . . . ,vm(x)) dx+

∫
Ω

q1(∇v1(x), . . . ,∇vm(x)) dx,

where q0 :
∏m

i=1 Rd → R and q1 :
∏m

i=1 Rd×d → R are multilinear and continuous.
Without any further assumption on the domain, problem (2.3) can be affected

by regularity issues (see [38, 29, 12]). Indeed, the Lax-Milgram theorem ensures that,

for almost any ω ∈ O, u(ω) ∈ H1 (Ω)
d
. However, for PΩ(u(ω), . . . ,u(ω)) to be well-

defined we must require that u ∈ W1,m (Ω). In order to verify such condition we
consider that, for all admissible domain Ω ∈ Sadm, the portions of the boundary
where Dirichlet and Neumann conditions are applied are fully separated as

(2.6) ΓD ∩ (ΓN ∪ Γ0) = ∅.

We recall the following result on the regularity of the solution of boundary value
problems.

Proposition 2.5. Let Ω ⊂ Rd be a bounded domain of class Ck+2, with k in-
teger. We suppose that its boundary can be divided in three parts ΓD, ΓN, and Γ0
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mutually disjoint, with strictly positive measure, satisfying the condition (2.6). Let

us consider g ∈ Hk+ 1
2 (ΓN)

d
. Then, the solution u of problem (2.4) belongs to the

Sobolev space Hk+2
ΓD

(Ω), and there exists C > 0 such that the following estimate holds:

(2.7) ∥u∥Hk+2(Ω) ≤ C ∥g∥
Hk+1

2 (ΓN)
.

Proof. At first, we remark that g̃, extension of g to ΓN ∪ Γ0 such that g̃|Γ0
= 0

belongs to Hk+ 1
2 (ΓN ∪ Γ0)

d
. Moreover, ∥g∥

Hk+1
2 (ΓN)

= ∥g̃∥
Hk+1

2 (ΓN∪Γ0)
.

Under the hypothesis (2.6) the elliptic regularity estimates apply on the entire

domain Ω. In particular, there exists some constant C̃ > 0 such that (see [41, Theo-
rem 8.29])

(2.8) ∥u∥Hk+2(Ω) ≤ C̃
(
∥u∥L2(Ω) + ∥g̃∥

Hk+1
2 (ΓN∪Γ0)

)
.

By the coercivity of the bilinear form and the Poincaré and trace inequalities, there
exists three positive constants α, C1, C2 such that

∥u∥2H1(Ω) ≤
1

α
⟨A∇u,∇u⟩L2(Ω) = ⟨γ(u),g⟩L2(ΓN)

≤ C1 ∥u∥L2(ΓN) ∥g̃∥L2(ΓN∪Γ0)
≤ C2 ∥u∥H1(Ω) ∥g̃∥L2(ΓN∪Γ0)

.

Injecting this result into (2.8) we conclude that

∥u∥Hk+2(Ω) ≤ C̃
(
∥u∥H1(Ω) + ∥g̃∥

Hk+1
2 (ΓN∪Γ0)

)
≤ C̃

(
C2 ∥g̃∥L2(ΓN∪Γ0)

+ ∥g̃∥
Hk+1

2 (ΓN∪Γ0)

)
≤ C ∥g̃∥

Hk+1
2 (ΓN∪Γ0)

for some positive constant C.

The following result details the computation of the shape derivative of PΩ(u, . . . ,u).

We remark that, even if we only need u to be in W1,m
ΓD

(Ω)
d
to define PΩ(u, . . . ,u(ω)),

we require the higher regularity in W1,2m−2
ΓD

(Ω)
d
to compute its derivative.

Proposition 2.6. Let k be a positive integer such that k + 1 > d/2. Let Ω ∈
Sadm be a bounded domain with a Ck+2 boundary, g ∈ Hk+ 1

2 (ΓN), and u solution of

problem (2.4). We suppose that PΩ :
∏m

i=1 W
1,m
ΓD

(Ω)
d
→ R has the structure presented

in (2.5). Then, u ∈ W1,2m−2
ΓD

(Ω), and the quantity PΩ(u, . . . ,u) is differentiable with
respect to Ω. The adjoint state w solving the following boundary-value problem is
well-defined in H1 (Ω)
(2.9)

−div A∇w =

m∑
i=1

∂iq0(u, . . . ,u)− div ∂iq1(∇u, . . . ,∇u) in Ω,(
A∇w

)
n =

m∑
i=1

∂iq1(∇u, . . . ,∇u)n on ΓN ∪ Γ0,

w = 0 on ΓD.



SHAPE OPTIMIZATION OF POLYNOMIAL FUNCTIONALS UNDER UNCERTAINTIES 7

Finally, the shape derivative of PΩ(u, . . . ,u) can be expressed as follows

(2.10)
d

dΩ
PΩ(u, . . . ,u)(θ) =

∫
Γ0

(
q0(u(s), . . . ,u(s))

)
(θ · n) ds

+

∫
Γ0

(
q1(∇u(s), . . . ,∇u(s))

)
(θ · n) ds−

∫
Γ0

(
A∇u(s) : ∇w(s)

)
(θ · n) ds.

Proof. At first, we prove the regularity of u to ensure that PΩ(u, . . . ,u) is well-
defined. The displacement u solves the elliptic boundary-value problem (2.4). Given

the regularity Ck+2 of the domain and the fact that g ∈ Hk+ 1
2 (ΓN), we can ap-

ply Proposition 2.5 and prove that u ∈ Hk+2
ΓD

(Ω). The domain Ω is bounded and

of class Ck+2, thus it complies with the cone condition defined as in [1, Defini-
tion 4.6]. Thanks to the Sobolev embedding theorem (see [1, Theorem 4.12, part I]),
the space Hk+2 (Ω) is compactly embedded into W1,m (Ω) for any p̃ > 2. Thus, we
can conclude that u ∈ W1,2m−2

ΓD
(Ω) ⊂ W1,m

ΓD
(Ω).

The shape derivative and the adjoint problem can be computed by the fast deriva-
tion method developed by Céa (see [17] and [2, Section 6.4.3]). We introduce a La-

grangian function L : Sadm ×Hk+2
(
Rd
)d ×H1

(
Rd
)d → R such that

L (Ω; û; ŵ) =

∫
Ω

q0(û, . . . , û) dx+

∫
Ω

q1(∇û, . . . ,∇û) dx−
∫
Ω

A∇û : ∇ŵ dx

+

∫
ΓN

g·γ(ŵ) ds+

∫
ΓD

γ(ŵ) ·
(
A∇û

)
n+ γ(û) ·

(
A∇ŵ −

N∑
j=1

∂iq1(∇û, . . . ,∇û)
)
n

 ds.

All arguments of the Lagrangian are independent, since û and ŵ are defined on the
whole space Rd, and not only on Ω. The term defined as an integral on the portion ΓD

of the boundary enforces the Dirichlet boundary condition, similarly to the proof of [7,
Theorem 7]. The partial derivative ∂L

∂ŵ (Ω, û, ŵ) vanishes when evaluated in û = u

thanks to the definition of the state equation (2.4). Thus, for any ŵ ∈ H1
(
Rd
)d

we
have that
(2.11)

L (Ω;u; ŵ) =

∫
Ω

q0(u(x), . . . ,u(x)) dx+

∫
Ω

q1(∇u(x), . . . ,∇u(x)) dx = PΩ(u, . . . ,u).

Let us focus on the adjoint state w solution of (2.9). The weak form of (2.9) can be
written as follows
(2.12)∣∣∣∣∣∣∣∣∣∣
Find w ∈ V = H1

ΓD
(Ω)

d
such that

for all v ∈ V :

⟨A∇w,∇v⟩L2(Ω) =

m∑
i=1

∫
Ω

∂iq0(u, . . . ,u)v dx+

m∑
i=1

∫
Ω

∂iq1(∇u, . . . ,∇u)∇v dx.

The well-posedness of problem (2.12) is proven by the Lax-Milgram theorem. The
bilinear form is the classical elasticity operator, which is continuous and coercive. The
left-hand side is continuous by the definition of the operator PΩ and by the regularity
of u. Indeed, since q0 and q1 are m-multilinear continuous operators (see (2.5)), there
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exist two positive constants C0 and C1 such that

|q0(y1, . . . ,ym)| ≤ C0

m∏
j=1

∥yj∥Rd for any y1, . . . ,ym ∈ Rd,

|q1(Y1, . . . ,Ym)| ≤ C1

m∏
j=1

∥Yj∥Rd×d for any Y1, . . . ,Ym ∈ Rd×d.

Thus∣∣∣∣ m∑
i=1

∫
Ω

∂iq0(u, . . . ,u)v dx+

m∑
i=1

∫
Ω

∂iq1(∇u, . . . ,∇u)∇v dx

∣∣∣∣
≤

m∑
i=1

∫
Ω

|∂iq0(u, . . . ,u)v| dx+

m∑
i=1

∫
Ω

|∂iq1(∇u, . . . ,∇u)∇v| dx

≤ m

(
C0

∫
Ω

∥u(x)∥m−1
Rd ∥v(x)∥Rd dx+ C1

∫
Ω

∥∇u(x)∥m−1
Rd×d ∥∇v(x)∥Rd×d dx

)
≤ mC0 ∥v∥L2(Ω) ∥u∥L2m−2(Ω)m−1 +mC1 ∥∇v∥L2(Ω) ∥∇u∥L2m−2(Ω)m−1

≤
(
m(C0 + C1) ∥u∥m−1

W1,2m−2(Ω)

)
∥v∥H1(Ω) .

Having proved that the adjoint problem (2.9) is well-posed, we remark that the de-
rivative ∂L

∂û (Ω,u, ŵ) vanishes when evaluated in ŵ = w. Indeed

∂L
∂û

(Ω,u,w)(v) = −
∫
Ω

(A∇w : ∇v) dx+

∫
ΓD

γ(v)
(
A∇wn

)
ds

−
m∑
i=1

(∫
ΓD

γ(v) ·
(
∂iq1(∇u, . . . ,∇u)

)
n ds+

∫
Ω

(
∂iq0(u, . . . ,u)(v)+∂iq1(∇u, . . . ,∇u)(∇v)

)
dx

)

=

∫
Ω

v ·
(
div A∇w

)
dx+

m∑
i=1

∫
Ω

v ·
(
∂iq0(u, . . . ,u)− div ∂iq1(∇u, . . . ,∇u)

)
dx

−
∫
ΓN∪Γ0

γ(v) ·
(
A∇w −

m∑
i=1

∂iq1(∇u, . . . ,∇u)
)
nds+

∫
ΓD

γ(v) ·
(
A∇wn

)
ds = 0.

We conclude computing the expression (2.10) of the shape derivative of PΩ(u, . . . ,u).
Recalling (2.11) and the results of [31, Section 5] on shape differentiation we obtain

d

dΩ
PΩ(u, . . . ,u)(θ) =

d

dΩ
L (Ω;u;w)(θ)

=
∂

∂Ω
L (Ω;u;w)(θ) +

∂

∂û
L (Ω;u;w)

d

dΩ
u(θ) +

∂

∂ŵ
L (Ω;u;w)

d

dΩ
w(θ)

=

∫
Γ0

(
q0(u(s), . . . ,u(s)) + q1(∇u(s), . . . ,∇u(s))−A∇u(s) : ∇w(s)

)
(θ · n) ds.

We have proven the well-posedness of the variational problems and the expression
of the shape derivative in the deterministic case. Thus, if we consider the applied

load g to be a random variable belonging to the Bochner space Lm
(
O,P; Hk+ 1

2 (ΓN)
)
,

the results of Proposition 2.6 apply for almost any event ω ∈ O.
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Thanks to the framework adopted in [42, Theorem 3.2], we introduce the following
tensorialized bounded linear operators, defined on Hilbert spaces:

Âm :
(
L2 (Ω)

d
)⊗m

→
(
L2 (Ω)

d
)⊗m

s.t. Âm

⊗m
i=1 Vi 7→

⊗m
i=1(AVi),

∇̂m :
(
H1 (Ω)

d
)⊗m

→
(
L2 (Ω)

)⊗m
s.t. ∇̂m

⊗m
i=1 vi 7→

⊗m
i=1(∇vi),

γ̂m :
(
H1 (Ω)

d
)⊗m

→
(
H−1/2 (ΓN)

d
)⊗m

s.t. γ̂m
⊗m

i=1 vi 7→
⊗m

i=1 vi|ΓN
.

Using the tensor notation we can state the following result concerning the com-
putation of the objective of problem (2.3) and its shape derivative.

Theorem 2.7. Let us consider Sadm to be a class of regular enough admissible
shapes sharing the portions ΓD and ΓN of their boundaries, so that any Ω ∈ Sadm is

of class Ck+2 with k+1 > dm
2 integer. Moreover, set g ∈ Lm

(
O,P; Hk+ 1

2 (ΓN)
)
. If u

solves problem (2.4) almost surely, then:

(i) u belongs to Lm
(
O,P; Hk+2

ΓD
(Ω)

d
)
.

(ii) Corm (u) ∈
(
H1

ΓD
(Ω)

d
)⊗m

is solution of the following problem

(2.13)∣∣∣∣∣∣∣∣∣∣
Find Corm (u) ∈ V =

(
H1

ΓD
(Ω)

d
)⊗m

such that, for all V ∈ V :〈
Âm∇̂mCorm (u), ∇̂mV

〉
(L2(Ω))⊗m

= ⟨γ̂m(V ),Corm (g)⟩(L2(ΓN))⊗m .

Moreover, Corm (u) belongs to
m⊗
i=1

Hk+2
ΓD

(Ω)
d
.

(iii) Let P̂Ωm be the tensorization of the operator PΩ on
(
Hk+2

ΓD
(Ω)
)⊗m

. We de-

note q̂0m : (Rd)⊗m → R and q̂1m : (Rd×d)⊗m → R the tensorizations of q0
and q1 respectively. Then E [PΩ(u, . . . ,u)] = P̂Ωm (Corm (u)), with

(2.14) P̂Ωm (Corm (u)) =

∫
Ω

(
q̂0m + q̂1m∇̂m

)(
Corm (u)

)
(x, . . . ,x)dx.

(iv) The shape derivative of E [PΩ(u, . . . ,u)] can be written as

d

dΩ
E [PΩ(u, . . . ,u)](θ) =

∫
Γ0

(
q̂0m + q̂1m∇̂m

)(
Corm (u)

)
(s, . . . , s)(θ · n)ds

−
∫
Γ0

⟨A∇,∇⟩
(
Cor (u,w)

)
(s, s)(θ · n)ds,(2.15)

where the mapping ⟨A∇,∇⟩ : H1
ΓD

(Ω)⊗H1
ΓD

(Ω) → L1 (Ω) is induced from the
bilinear form (û, ŵ) 7→ A∇û : ∇ŵ. The term Cor (u,w) solves the adjoint
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problem problem

(2.16)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find Cor (u,w) ∈ W = H1
ΓD

(Ω)
d ⊗H1

ΓD
(Ω)

d

such that, for all W ∈ W :〈(
A∇⊗A∇

)
Cor (u,w),

(
∇⊗∇

)
W
〉
L2(Ω)d⊗L2(Ω)d

=

m∑
i=1

⟨(γ ⊗ I)W,Cor (g, ∂iq0(u, . . . ,u))⟩L2(ΓN)d⊗L2(Ω)d

+

m∑
i=1

⟨(γ ⊗∇)W,Cor (g, ∂iq1(∇u, . . . ,∇u))⟩L2(ΓN)d⊗L2(Ω)d .

Proof. In order to prove (i) we recall that the estimate (2.7) on the norm of u holds
for almost any ω ∈ O. Thus, the solution of (2.4) belongs to the space Hk+2 (Ω) almost
surely. Moreover, [42, Theorem 2.1] assures that, since g ∈ L2

(
O,P; Hk+1/2 (ΓN)

)
, the

random solution u of problem (2.4) is unique and belongs to L2
(
O,P; Hk+2

ΓD
(Ω)

d
)
.

Therefore, by the uniqueness of u and the elliptical estimates, we can state that

u ∈ Lm
(
O,P; Hk+2

ΓD
(Ω)

d
)
. Point (ii) can be proven by [42, Theorem 3.2], which

assures the well-posedness of problem (2.13) and the uniqueness of the solution in V.
In order to prove the regularity of Corm (u) we use point (i) and Proposition 2.1 to

show that, since u belongs to the Bochner space Lm
(
O,P; Hk+2

ΓD
(Ω)

d
)
, then

Corm (u) = E
[
(u)⊗m

]
∈
(
Hk+2

ΓD
(Ω)

d
)⊗m

.

The existence of the linear continuous operator P̂Ωm :
(
Hk+2

ΓD
(Ω)

d
)⊗m

→ R
in point (iii) is a direct application of Proposition 2.3. Indeed, since Hk+2

ΓD
(Ω) ⊂

W1,m
ΓD

(Ω) by the Sobolev embedding theorem, the restriction of the m-multilinear

functional PΩ to
∏m

i=1 H
k+2
ΓD

(Ω) is well-defined. Hence, Proposition 2.3 ensures the

existence and uniqueness of the linear operator P̂Ωm such that E [PΩ(u, . . . ,u)] =

P̂Ωm (Corm (u)).
The expression (2.14) for E [PΩ(u, . . . ,u)] derives from the linearity of the expec-

tation operator

E [PΩ(u, . . . ,u)] = E [PΩ(u, . . . ,u)]

=

∫
Ω

E [q0(u(x), . . . ,u(x))] dx+

∫
Ω

E [q1(∇u(x), . . . ,∇u(x))] dx

=

∫
Ω

(
q̂0m

(
Corm (u)(x, . . . ,x)

)
+ q̂1m

(
∇̂mCorm (u)(x, . . . ,x)

))
dx

=

∫
Ω

(
q̂0m + q̂1m∇̂m

)(
Corm (u)

)
(x, . . . ,x) dx = P̂Ωm (Corm (u)) .

The variational formulation (2.16) for Cor (u,w) in point (iv) can be deduced from
the application of [42, Theorem 3.2] to u ⊗ w, knowing that, for almost any ω ∈
O, u(ω) solves problem (2.4) and w(ω) solves problem (2.12). We remark that,

by point (i), u belongs to Lm
(
O,P; Hk+2

ΓD
(Ω)

d
)

and, by Proposition 2.6, also to
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Lm
(
O,P;W1,2m−2

ΓD
(Ω)

d
)
. Thus

m∑
i=1

(∂iq0(u, . . . ,u) + ∂iq1(∇u, . . . ,∇u)) ∈ L1− 1
m

(
O,P; L2 (Ω)

)
.

Since g ∈ Lm
(
O,P; Hk+ 1

2 (ΓN)
)
⊂ Lm

(
O,P; L2 (ΓN)

)
and thanks to Proposition 2.1

we have that

g ⊗
m∑
i=1

(∂iq0(u, . . . ,u) + ∂iq1(∇u, . . . ,∇u)) ∈ L1
(
O,P; L2 (ΓN)⊗ L2 (Ω)

)
.

Therefore

Cor

(
g,

m∑
i=1

(∂iq0(u, . . . ,u) + ∂iq1(∇u, . . . ,∇u))

)
∈ L2 (ΓN)⊗ L2 (Ω)

and the right-hand side of the variational formulation in (2.16) is continuous, assuring
the well-posedness of problem (2.16) by the Lax-Milgram theorem.

In order to retrieve the expression (2.15) of the shape derivative of E [PΩ(u, . . . ,u)],
we consider the derivative of the objective function for a fixed event ω ∈ O found in
the expression (2.10) of Proposition 2.6. For each event ω ∈ O we introduce the
adjoint state w(ω) as the solution of problem (2.12). The expression of the derivative
of E [PΩ(u, . . . ,u)] can be found computing the expectation of Proposition 2.6 and
applying the tensorized operators introduced earlier

d

dΩ
E [PΩ(u, . . . ,u)](θ) = E

[∫
Γ0

(
q0(u, . . . ,u)

)
(s, . . . , s)(θ · n) ds

]
+ E

[∫
Γ0

(
q1(∇u, . . . ,∇u)

)
(s, . . . , s)(θ · n) ds−

∫
Γ0

(
A∇u : ∇w

)
(s, s)(θ · n) ds

]
=E

[∫
Γ0

(
q̂0m(u)⊗m

)
(s, . . . , s)(θ · n) ds+

∫
Γ0

(
q̂1m∇̂m(u)⊗m

)
(s, . . . , s)(θ · n) ds

]
− E

[∫
Γ0

(
⟨A∇,∇⟩ (u⊗w)

)
(s, s)(θ · n) ds

]
=

∫
Γ0

q̂0m

(
Corm (u)

)
(s, . . . , s)(θ · n)ds+

∫
Γ0

q̂1m∇̂m

(
Corm (u)

)
(s, . . . , s)(θ · n) ds

−
∫
Γ0

⟨A∇,∇⟩
(
Cor (u,w)

)
(s, s)(θ · n) ds

2.3. Shape derivatives under finite-rank noise. For this section, we con-
sider k to be a positive integer such that k + 1 ≥ d/2. We consider that g can be
written in terms of a finite number of random variables X1, . . . , Xm ∈ Lm (O,F ,P)
and loads g1, . . . ,gN ∈ Hk+ 1

2 (ΓN) as

(2.17) g(ω) =

N∑
j=1

Xj(ω)gj .

We introduce the following notations:
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• A(1,m),N = {1, . . . , N}m is the set of all m-tuples whose elements are integers
between 1 and N ;

• Ai,j
(1,m),N =

{
k⃗ ∈ A(1,m),N such that ki = j

}
⊂ A(1,m),N is the subset of all

m-tuples in A(1,m),N whose i-th element is equal to j;

• we denote Cj

k⃗
the number of times the integer j appears in the m-tuple k⃗

• finally, we denote α(k⃗) the following quantity:

α(k⃗) = α(k1, . . . , km) =

N∏
j=1

(
E
[
X

Cj

k⃗
j

])
.

Proposition 2.8. Let Ω ∈ Sadm be a Ck+2 domain, and PΩ be an m-multilinear

continuous functional following the structure (2.5). Moreover, let g ∈ Lm
(
O,P; Hk+ 1

2 (ΓN)
)

be a random mechanical load such that it can be decomposed as in (2.17), where the N
real random variables Xi ∈ Lm (O,F ,P) are mutually independent, and let uj ∈
Hk+2

ΓD
(Ω) be the solution of the elasticity equation under the load gj for j ∈ {1, . . . , N}.

Then, E [PΩ(u, . . . ,u)] can be written as
(2.18)

E [PΩ(u, . . . ,u)] =
∑

k⃗∈A(1,m),N

(
α(k⃗)

∫
Ω

(q0(uk1
, . . . ,ukm

) + q1(∇uk1
, . . . ,∇ukm

)) dx

)

Furthermore, we can write its the shape derivative in Ω as follows

(2.19)

d

dΩ
E [PΩ(u, . . . ,u)](θ) = −

N∑
j=1

∫
Γ0

(θ · n) (A∇uj : ∇wj) ds

+
∑

k⃗∈A(1,m),N

α(k⃗)

(∫
Γ0

(θ · n) (q0(uk1
, . . . ,ukm

) + q1(∇uk1
, . . . ,∇ukm

)) ds

)

where the N states u1, . . . ,uN solve the state equation for g1, . . . ,gN respectively and
belong to Hk+2

ΓD
(Ω), while the N adjoint states w1, . . . ,wN belong to H1

ΓD
(Ω) and

solve the following adjoint problems
(2.20)

−divA∇wj =
m∑
i=1

∑
k⃗∈Ai,j

(1,m),N

α(k⃗)

(
∂iq0(uk1

, . . . ,ukm
)−div ∂iq1(∇uk1

, . . . ,∇ukm
)

)
in Ω,

(A∇wj) n =
m∑
i=1

∑
k⃗∈Ai,j

(1,m),N

α(k⃗) (∂iq1(∇uk1
, . . . ,∇ukm

))
T
n on Γ0 ∪ ΓN,

wj = 0 on ΓD.

Proof. At first we remark that, by the linearity of the elasticity equation, the
decomposition (2.17) can be extended to the displacement u as

u(ω) =

N∑
j=1

Xj(ω)uj

The expression (2.19) derives directly from the linearity of the expected value and the
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m-linearity of PΩ. Indeed, for almost all event ω ∈ O,

PΩ (u(ω), . . . ,u(ω)) =
∑

k⃗∈A(1,m),N

( N∏
j=1

X
Cj

k⃗
j

)
PΩ(uk1

(ω), . . . ,ukm
(ω))

 .

Therefore

E [PΩ (u, . . . ,u)] =
∑

k⃗∈A(1,m),N

α(k⃗)PΩ(uk1
, . . . ,ukm

).

In order to compute the shape derivative of E [PΩ (u, . . . ,u)] we use once again Céa’s
fast derivative method [17, 2] as done for Proposition 2.6. We introduce the follow-

ing Lagrangian function L : Sadm × (H1
(
Rd
)d
)N × (H1

(
Rd
)d
)N → R associated to

problem (2.3) where the state equation is seen as a PDE constraint

(2.21)

L (Ω; û1, . . . , ûN ; ŵ1, . . . , ŵN ) = −
N∑
j=1

{∫
Ω

(A∇ûj : ∇ŵj) dx−
∫
ΓN

gj · ŵj ds

−
∫
ΓD

(
ŵj · (A∇ûj)n+ ûj ·

(
A∇ŵj −

N∑
ℓ

∂ℓq1(∇ûk1
, . . . ,∇ûkm

)

)
n

)
ds

}
+

∑
k⃗∈A(1,m),N

{
α(k⃗)

(∫
Ω

q0(ûk1
, . . . , ûkm

) dx+

∫
Ω

q1(∇ûk1
, . . . ,∇ûkm

) dx
)}

The variables ŵ1, . . . , ŵN act as Lagrange multipliers for the PDE constraints of
the terms û1, . . . , ûN . In order to assure that all arguments of the Lagrangian are
independent, the terms û1, . . . , ûN and ŵ1, . . . , ŵN are defined on the whole space Rd,
and not only on Ω.

By construction, the terms u1, . . . ,uN solving the equation ∂L
∂ŵj

= 0, are also

solutions of the state equation for the right-hand side g = gj . Thus, we can express
the functional E [PΩ(u, · · · ,u)] in terms of the Lagrangian:

(2.22) E [PΩ(u, · · · ,u)] = L (Ω;u1, . . . ,uN ; ŵ1, . . . , ŵN ),

for all ŵ1, . . . , ŵN ∈ H1
(
Rd
)
.

The expression for the shape derivative of the functional of interest is found
differentiating equation (2.22) with respect to the domain Ω

(2.23)
d

dΩ
E [PΩ(u, · · · ,u)](θ) =

d

dΩ
L (Ω;u1, . . . ,uN ; ŵ1, . . . , ŵN )(θ)

=
∂L
∂Ω

(Ω,u1, . . . ,uN , ŵ1, . . . , ŵN ) (θ) +

N∑
j=1

∂L
∂ûi

(Ω,u1, . . . ,uN , ŵ1, . . . , ŵN ) (u′
j).

The term u′
j denotes the Eulerian derivative of uj , which is defined as the derivative

of the mapping t 7→ uj(Ωtθ) in t = 0, where uj(Ωtθ) is the unique solution of the
state equation for the right-hand side gj and on the deformed domain Ωtθ.
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Next, we remark that, by choosingw1, . . . ,wN solving the adjoint problem (2.20),
the quantity ∂L

∂ûj
vanishes for j = 1 . . . N . Indeed, for any v ∈ H1

(
Rd
)
we have

∂L
∂ûj

(Ω,u1, . . . ,uN ,w1, . . . ,wN )(v)

=

m∑
i=1

∑
k⃗∈Ai,j

(1,m),N

∫
Ω

α(k⃗)
(
∂iq0(uk1

, . . . ,ukN
)(v) + ∂iq1(∇uk1

, . . . ,∇ukN
) : (∇v)

)
dx

−
∫
Ω

(A∇wj : ∇v) dx+

∫
ΓD

(wj · (A∇vn) + v · (A∇wjn)) ds

=

∫
Ω

 m∑
i=1

∑
k⃗∈Ai,j

(1,m),N

α(k⃗)
(
∂iq0(u1, . . . ,uN )− (div ∂iq1(∇uk1

, . . . ,∇ukN
))
)
+ div wj

 · v dx

+

∫
ΓN

(
−A∇wj n+ (∂iq1(∇uk1 , . . . ,∇ukN

))
T
n
)
· v ds+

∫
ΓD

wj (A∇vn) ds = 0.

By taking w1, . . . ,wN as solutions of problem (2.20) for j = 1 . . . N , we can
further simplify the expression (2.23) for the shape derivative of E [PΩ(u, · · · ,u)] and
obtain

(2.24)
d

dΩ
E [PΩ(u, · · · ,u)](θ) ==

∂L
∂Ω

(Ω,u1, . . . ,uN ,w1, . . . ,wN ) (θ).

For simplicity, we consider the portions ΓN and ΓD of the boundary to be non-
optimizable, which is equivalent to narrow the set of admissible displacement fields θ
to the set Θadm defined as

Θadm =
{
θ ∈ W1,∞ (Rd,Rd

)
: θ = 0 on ΓD ∪ ΓN

}
.

Thanks to the restriction of the admissible displacement fields to Θadm and to [31,
Theorem 5.2.2], we conclude that the shape derivative of E [PΩ(u, · · · ,u)] can be
expressed as

d

dΩ
E [PΩ(u, · · · ,u)](θ) =

∂L
∂Ω

(Ω,u1, . . . ,uN ,w1, . . . ,wN ) (θ) =

∫
Γ0

(θ · n)A(s) ds.

with

A = −
m∑
i=1

(A∇ui : ∇wi) +
∑

k⃗∈A(1,m),N

α(k⃗)
(
q0(uk1

, . . . ,ukm
) + q1(∇uk1

, . . . ,∇ukm
)
)
.

It is worth remarking that the method presented in this section requires the
computation of only N adjoint states. Moreover, the PDEs defining the states
u1, . . . ,uN and the adjoint states w1, . . . ,wN all share the structure of their left-
hand side. This property can be very useful for the numerical simulations since,
by inverting once the matrix representing the discretization of the bilinear form
(u,v) 7→

∫
Ω
(A∇u : ∇v) dx, we can solve the 2N boundary value problems faster.

Let us denote N (PΩ, N) the minimal number of terms to be computed in (2.18)
and (2.19) to express the expected value of the functional and its derivative. In the
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most general case, N (PΩ, N) = Nm, since we have to compute all the terms in the
form PΩ (gk1

, . . . ,gkm
), as well as their shape derivatives. However, this number

can be reduced if the multilinear functional PΩ shows some symmetries among its
arguments. Indeed, if PΩ is completely symmetric, we have N (PΩ, N) =

(
N+m−1

m

)
.

3. Application: structural optimization under constraints on the von
Mises stress.

3.1. Estimate of the expected value of the von Mises stress. An applica-
tion of polynomial functionals in shape optimization is related to the approximation
of the L∞-norm of a given quantity in a structure by the Lm-norm, for m sufficiently
large. A significant concern in structural mechanics is the design of structures where
the stress is as evenly distributed as possible, preventing stress concentrations that
could compromise the integrity of the component. This requirement suggests the use
of functionals with order m > 2 in order to better penalize stress concentrations than
quadratic functionals.

As a showcase, we study the optimization of a 3D linear elastic structure (thus
d = 3) with respect to its volume and the Lm-norm of the von Mises stress, for m ≥ 2
even integer. We suppose that the optimization problem is framed as problem (2.3),
and that the random external load g ∈ Lm

(
O,P; L2 (Ω)

)
can be decomposed as in

(2.17), with k ≥ 1 integer.
We introduce the von Mises stress as reported in [33, Section 4.5.6] and in [9].

Definition 3.1 (Deviatoric tensors and von Mises stress). In each point of the
domain Ω ⊂ R3, we define the deviatoric component of the strain and stress tensors
as

ϵVM (u) = ϵ (u)− 1

d
I tr ϵ (u) = ϵ (u)− 1

d
Idiv u

σVM (u) = σ (u)− 1

d
I trσ (u) = 2µ ϵ (u)− 2µ

d
tr ϵ (u) = 2µ ϵVM (u).

The von Mises stress is defined in each point of the domain as:

sVM (u) =

√
d

2
(σVM (u) : σVM (u)).

We are interested in estimating the expected value of the functional

(3.1) Ω 7→ Gm(Ω,g) = G(u, . . . ,u),

where G : W1,m (Ω)
3 → R is such that

(3.2)

G(v1, . . . ,vm) =

∫
Ω

((σVM (v1) : σVM (v2)) . . . ((σVM (vm−1) : σVM (vm)) dx.

At first, we can observe that, for a given displacement field u ∈ Hk+2 (Ω) ⊂ W1,m (Ω),
the quantity G(u, . . . ,u) is equal to the Lm-norm of the von Mises stress sVM (u) in
Ω, elevated to the power m

G(u, . . . ,u) =

(∫
Ω

|sVM (u)|m dx

)
= ∥sVM (u)∥mLm(Ω) .
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Moreover, because of the concavity of the mapping x 7→ m
√
x, the following bound on

the expectation of the Lm-norm of the von Mises stress holds

(3.3) E
[
∥sVM (u)∥Lm(Ω)

]
≤ (E [G(u, . . . ,u)])

1
m .

Finally, we remark that the functionalG respects the structure defined in (2.5). There-
fore, we can apply Proposition 2.8 to compute the shape derivative of the functional
Ω 7→ Gm(Ω,g). The expression of the functional can be further simplified by consid-
ering the symmetries between the arguments of Gm.

Definition 3.2. We establish the following notation.
• We denote

Bℓ,N =

ρ⃗ ∈ NN×N : 0 ≤ ρij ≤ ℓ and

N∑
i,j=1

ρij = ℓ


the set of all N×N integer matrices whose entries are positive and their sum is

equal to ℓ. The cardinality of said set can be computed as |Bℓ,N | =
(
N2+ℓ−1

ℓ

)
.

• For ℓ and N positive integers and ρ⃗ ∈ Bℓ,N , we define the following multino-
mial coefficient (

ℓ

ρ⃗

)
=

ℓ!∏N
i,j=1(ρi,j !)

.

• For N real random variables X1, . . . , Xm ∈ Lm (O,P;R) and ρ⃗ ∈ Bm
2 ,N , we

denote:

K(ρ⃗) =

(m
2

ρ⃗

) N∏
j=1

E
[
X

∑N
k=1(ρkj+ρjk)

j

]
.

Having introduced the necessary notation to take the symmetries among the ar-
guments into account, we can write the expectation of the functional Gm(Ω,g) as

(3.4) E [Gm(Ω,g)] =
∑

ρ⃗∈Bm
2

,N

K(ρ⃗)

∫
Ω

N∏
j,k=1

(σVM (uj) : σVM (uk))
ρjk dx

 ,

where each uj solves the state equation problem (2.4) with the loadings gj for j ∈
{1, . . . , N}.

Since the functional G respects the structure defined in (2.5), we can apply Propo-
sition 2.8 and find the following expression for the shape derivative of E [Gm(Ω,g)]:
(3.5)
d

dΩ
E [Gm(Ω,g)](θ) =

d

dΩ
E [G(u, . . . ,u)]

=

∫
Γ0

(θ · n)

−
N∑
j=1

(A∇uj : ∇wj) +
∑

ρ⃗∈Bm
2

,N

K(ρ⃗)

N∏
j,k=1

(σVM (uj) : σVM (uk))
ρjk


 ds.
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The adjoint states w1, . . . ,wN solve the following adjoint equations

(3.6)



−div A∇wj = −2µdiv

(
N∑

k=1

LjkσVM (uk)

)
in Ω

(
A∇wj

)
n = 2µ

(
N∑

k=1

LjkσVM (uk)

)
n on Γ0 ∪ ΓN

wj = 0 on ΓD,

where the terms Ljk ∈ Lm−1 (Ω) are defined as

Ljk = 2
∑

ρ⃗∈Bm
2

,N

K(ρ⃗)ρjk (σVM (uj) : σVM (uk))
ρjk−1

∏
ℓ ̸=k

(σVM (uj) : σVM (uℓ))
ρjℓ

 .

We can notice also that, thanks to the symmetries of the von Mises functional G
defined as in (3.2), it is not necessary to compute all the

∣∣Bm
2 ,N

∣∣ terms of the sums in

the formulae (3.4) and (3.5). Instead, the computation of N (G,N) =
(N(N+1)+m

2 −1
m
2

)
terms is sufficient, provided that they are counted with their respective multiplicity.

3.2. A showcase. As numerical application we study the following shape opti-
mization problem

(3.7)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

Find Ωopt ∈ Sadm minimizing Ω 7→ Vol(Ω),

where, for all ω ∈ O, the state u ∈ H1 (Ω)
3
solves:

−div A∇u(ω) = 0 in Ω,

A∇u(ω)n = g(ω) on ΓN,

A∇u(ω)n = 0 on Γ0,

u(ω) = 0 on ΓD.

with the constraint: E [G6(Ω,g)] ≤ M6
0 ,

where M0 > 0 is a given upper bound for the constraint functional E [G6(Ω,g)].
The structure to be optimized is a cylinder-like shape with axis z = 0, reported

in Figure 1. Dirichlet boundary conditions are imposed on a thin stripe on the lateral
surface, while the random load g is applied on a ring-shaped section on the upper
surface of the structure. We consider the mechanical load g ∈ L6

(
O,P; L2 (ΓN)

)
to

have the following structure

g(ω) = g1 X1(ω) + g2 X2(ω) for almost all event ω ∈ O.

The loads g1 and g2 are set as constant vectors on ΓN, parallel to the axes x and
y respectively, thus tangent to the surface. Moreover, we consider the random vari-
ables X1 and X2 to follow centered Gaussian distributions with variance σ1 and σ2

respectively.

Remark 3.3. Unfortunately, the hypothesis (2.6) about the separation of the
Dirichlet and Neumann boundaries cannot be verified in most practical situations.
Indeed, the regularity of the displacement u is limited by the possible appearance
of a finite number of singularities around the junctions of the two portions of the
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ΓD

ΓN

Fig. 1. Representation of the structure to be optimized. The surface ΓD is the thin grey stripe
on the lateral surface, while ΓN is the ring-shaped portion of the upper surface marked in yellow.

boundary where natural or essential conditions are imposed [12]. In this section we
will not focus on the study of the compatibility conditions to avoid the emergence of
singularities, but we present the results of some simulations where no difficulty related
to the regularity of the solution has been observed.

From the numerical point of view, we represent the structure by using a level-set
function on a fixed mesh Th covering a fixed domain D containing every admissible
shape in Sadm (see [7, 5] for further information on the level-set approach to shape
optimization). The linear elasticity equations (2.4) and the adjoint problems (2.20) are
defined on the entire domain D = Ω∪ΩC , by using an ersatz material approximation
in ΩC to assure the well-posedness of the problems (see [7, 22]). The elasticity and
adjoint equations are solved by using the FreeFem++ environment [30].

(a) Isotropic mechanical load (b) Anisotropic mechanical load

Fig. 2. Optimal shapes found by the nullspace optimization algorithm.

From the observation of Figure 2 and Figure 3 we remark firstly the efficiency of
the nullspace optimization algorithm in the solution of the constrained optimization
problem (3.7). Indeed, the value of the objective functional is decreasing (see Fig-
ure 3a). As seen in Figure 3b, the constraint on the expectation of G6 is saturated
in less than 50 iterations for the anisotropic case. In the isotropic case, we observe
some oscillations in the constraint saturation around iteration 80, which are due to



SHAPE OPTIMIZATION OF POLYNOMIAL FUNCTIONALS UNDER UNCERTAINTIES19

0 50 100 150 200

Number of iterations

0.2

0.3

0.4

0.5

0.6

0.7

F
ra
ct
io
n
of

th
e
vo
lu
m
e
D

o
cc
u
p
ie
d
b
y
Ω

Volume fraction

Isotropic load

Anisotropic load

(a) [Convergence of the volume of Ω, as the
objective

0 50 100 150 200

Number of iterations

−1

0

1

2

3

4

V
al
u
e
of

th
e
co
n
st
ra
in
t

Von Mises constraint

Isotropic load

Anisotropic load

(b) Convergence of the constraint
E [G6(Ω,g)]−M6

0

Fig. 3. Convergence of the objective and constraint of problem (3.7).

Isotropic case Anisotropic case
Final volumic fraction

Vol(Ωopt)/Vol(D) 0.1608 0.164
Normalized saturation of the constraint

(E [G6]−M6
0 )/M

6
0 0.03002 0.005351

Execution time 129 minutes 148 minutes
Table 1

Numerical results of the solution of problem (3.7) for an isotropic and anisotropic mechanical
load.

a change in the topology around that step of the optimization. The shapes of Fig-
ure 2 show that a ramified structure presents the minimal volume ensuring enough
resistance with respect to random mechanical loads. Moreover, if the direction of the
mechanical load g(·) is not uniformly distributed in the interval [0, 2π], the branches
tend to align parallel to the most probable direction of the load (see Figure 2b).

Finally, we remark that the constraint imposed in problem (3.7) is a quite conser-
vative estimate for the expected value of the L6-norm of the von Mises stress. Thanks
to the inequality (3.3) and the fact that the optimal shapes respect the constraint
E [G6] ≤ M6

0 , we deduce that the average of the L6-norm of the von Mises stress in
the structures is actually less than the chosen threshold M0.

4. Conclusions and perspectives. This article studied a procedure of shape
optimization of polynomial functionals, where the external load applied to the struc-
ture is subject to uncertainties. Particular attention has been payed to the optimiza-
tion of linear elastic structures, and we adopted the level-set approach to topology
optimization. The present work proposed an extension of the technique proposed in
[18] to the case of continuous multilinear functionals, and relies on the linearization
properties of the tensor product between elements of a Banach space.

A significant obstacle in the application of this method is the number of terms
appearing in the sums of (2.18) (for the computation of the functional of interest),
and (2.19) (for its derivative). Let us recall the definition of N (P,N) introduced
at the end of subsection 2.3 as the minimal number of terms that are necessary to
compute E [P (u, . . . ,u)] and its derivative, where P is a m-multilinear functional,
and u is described by N random variables. Let us consider three different bounded
m-multilinear functionals: a generic functional P , a functional S which is completely
symmetric in its arguments, and the von Mises functional G defined in (3.2). We
recall that in subsection 2.3 and in subsection 3.1 we found the following expressions
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for the number of terms necessary to compute the expectations of such functionals

N (P,N) = Nm, N (S,N) =

(
N +m− 1

m

)
and N (G,N) =

(N(N+1)
2 + m

2 − 1
m
2

)
.

As represented in Figure 4, the number of terms to be computed increases rapidly with
the degree m of the multilinear functional, even if the number of random variables N
is limited to 2 or 3. Naturally, the presence of symmetries in the multilinear mapping
greatly reduces the number of terms to be computed, but the problem can still become
too complex if the degree m required is too high.

2 3 4 5 6 7 8 9 10

Degree m of the functional

101

102

103

N
(·,

2)

N (·, 2) for different degrees m

P generic

S fully symmetric

G von-Mises functional

(a) Case of N = 2 random variables

2 3 4 5 6 7 8 9 10

Degree m of the functional

101

102

103

104
N
(·,

3)

N (·, 3) for different degrees m

P generic

S fully symmetric

G von-Mises functional

(b) Case of N = 3 random variables

Fig. 4. Evaluation of N (P,N), N (S,N), and N (G,N) for different degrees m of the func-
tionals examined.

As remedy to this issue, we suggest to exploit the symmetric nature of the corre-
lation tensor, and study the application of some techniques of tensor decomposition.
One promising solution consists in the approximation of the discretized correlation
tensor as a sum of tensor of rank 1, by using the CP-decomposition. This technique
and other kinds of tensor decompositions are detailed in [36, 35, 16], and have been
implemented in Python libraries as TensorLy [37]. However, its interpretation and
applicability in the field of shape optimization are still to be investigated.
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Saclay (COmUE), Dec. 2019.

[28] F. Feppon, G. Allaire, and C. Dapogny, Null space gradient flows for constrained optimiza-
tion with applications to shape optimization, ESAIM: Control, Optimisation and Calculus
of Variations, 26 (2020), p. 90. Publisher: EDP Sciences.

[29] R. Haller-Dintelmann, C. Meyer, J. Rehberg, and A. Schiela, Hölder Continuity and
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Appendix A. Mathematical setting and tools.

A.1. Shape optimization. Let us consider a bounded domain Ω ⊂ Rd with

Lipschitz continuous boundary, in dimension d = 2 or 3. If θ ∈ W1,∞ (Rd
)d

is a
Lipschitz continuous vector field such that ∥θ∥1,∞ = ∥θ∥∞ + ∥∇θ∥∞ < 1, we define
the deformed domain Ωθ as Ωθ = (I + θ) Ω. For the sake of simplicity, we consider
a class of admissible shapes Sadm, and a class Θadm of vector fields such that, for
all θ ∈ Θadm, the deformed set Ωθ belongs to Sadm. Let J(·) be a shape functional
J : Sadm → R. At first, we recall the notion of shape differentiability, as introduced
in [31, Chapter 5] or in [2, Section 6.3].

Definition A.1 (Fréchet differentiable shape functional). A shape functional J :
Sadm → R is shape differentiable according to Fréchet at Ω if there exists a linear

continuous function AΩ : W1,∞ (Rd
)d → R such that

J(Ωθ) = J(Ω) +AΩ(θ) + o(θ)

for all θ ∈ W1,∞ (Rd
)d
, where lim

θ→0

o(θ)
∥θ∥1,∞

= 0. The linear form AΩ is called shape

derivative of J in Ω and is denoted as d
dΩJ(θ).

If the domain Ω is sufficiently regular, we can assume that the value of the de-
rivative J ′(Ω)(θ) depends only on the normal component of the vector field θ on the
surface ∂Ω of the domain. Such result derives from the following structure theorem,
proven by Hadamard and stated as [31, Proposition 5.9.1].

Theorem A.2 (Structure theorem). Let Ω ∈ Sadm be a C1 domain, and let us
denote by n(s) the vector normal to the surface ∂Ω in s ∈ ∂Ω. We suppose that
J : Sadm → R is a differentiable functional. If (θ · n) = 0 on the entire surface ∂Ω,
then J ′(Ω)(θ) = 0.

In the context of shape optimization, the shape derivative is used to identify a
direction of deformation θdef such that J ′(Ω)(θdef) < 0, which acts as direction of
descent in a suitable gradient-based optimization algorithm (see e.g. [8, 28, 5]).

A.2. Tensor product in Hilbert spaces. In [43, 18] tensor products between
Hilbert spaces have been used to work with the stochastic moment of order 2 of random
quantities. In [42] the same technique has been extended to treat the stochastic
moment of order m > 2. Here, we recall the main definitions and results about the
tensor product in Hilbert spaces as presented in [39, 40, 43, 42, 18].

Definition A.3 (Tensor product in vector spaces). For a positive integer m ≥ 2,

let us consider the vector spaces X1, . . . ,Xm. We denote P̂m (X1, . . . ,Xm) the space of
all m-multilinear forms on

∏m
i=1 Xi. For (X1, . . . ,Xm) ∈

∏m
i=1 Xi, the tensor product

x1 ⊗ . . .⊗ xm, also written as
⊗m

i=1 xi, is a real valued linear application defined on

P̂m (X1, . . . ,Xm) such that, for all Pm ∈ P̂m (X1, . . . ,Xm),(
m⊗
i=1

xi

)
(Pm) = Pm(X1, . . . ,Xm).

If all spaces X1, . . . ,Xm are Hilbert spaces, it is possible to define a product space
with a Hilbertian structure.

Definition A.4 (Tensor product between Hilbert spaces). Let
(
Hi, ⟨·, ·⟩Hi

)
be m
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Hilbert spaces, with m ≥ 2. We define the set V as

V = span

{
m⊗
i=1

xi such that xi ∈ Hi ∀i = 1 . . .m

}
.

Let ⟨·, ·⟩⊗ : V × V → R be a bilinear operation such that

(A.1)

〈
m⊗
i=1

xi,

m⊗
i=1

yi

〉
⊗

=

m∏
i=1

⟨xi, yi⟩Hi
.

for any choice of xi, yi ∈ Hi. We denote ∥·∥⊗ the norm induced by the tensor product
⟨·, ·⟩⊗.

The operation introduced in (A.1) is an inner product in V (see [39, Section
II.4]). The tensor product of the Hilbert spaces H1, . . . ,Hm is the completion of V
with respect to the inner product ⟨·, ·⟩⊗, and is denoted

m⊗
i=1

Hi. If all the m Hilbert

spaces coincide with a single Hilbert space H, we denote their tensor product as H⊗m.

Definition A.5 (Operator norm). For any real valued linear operator P defined
on a normed vector space X , we denote its operator norm as:

∥P∥OP = sup
∥x∥X=1

|P (x)|.

Similarly, for any m-multilinear functional Pm : X1, . . . ,Xm → R its operator norm
is defined as:

∥Pm∥OP = sup
∥xi∥Xi

=1 ∀i
|Pm(X1, . . . ,Xm)|.

As stated in [40, section 1.2], a primary purpose of the tensor product is the of
multilinear mappings into linear ones.

Proposition A.6 (Linearization of bounded multilinear functionals). Let us
consider a real-valued, bounded, multilinear functional P :

∏m
i=1 Hi → R defined on

the separable Hilbert spaces H1, . . . ,Hm. Then, there exists a unique linear functional
P̂m :

⊗m
i=1Hi → R such that P̂m is continuous, and for all (x1, . . . , xm) ∈

∏m
i=1 Hi,

P̂m (
⊗m

i=1 xi) = P (x1, . . . , xm).

The existence of the functional P̂m for any m-multilinear continuous mapping P
is often referred as the universal property of the tensor product [13, Chapter 9] and is
proven in [34, Theorem 2.6.4 ].

A.3. Modeling of the uncertainties. In order to model the uncertainties,
we use the formalism of Bochner spaces, which extends the theory of integration to
Banach-valued functions [32, Chapter 1].

We recall the definition of measurable and integrable functions in the context of
Bochner spaces for a generic measure µ on the σ-algebra F .

Definition A.7 (µ-simple and strongly µ-measurable functions). A function g :
O → X is said to be µ-simple if it can be written in the form

N∑
i=1

χAixi,
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where N is a finite positive integer, xi ∈ X , Ai ∈ F , and µ(Ai) < ∞ for all i ∈
{1, . . . , N}, and χA is the characteristic function for the set A.

A function f : O → X is said to be strongly µ-measurable if there exists a sequence
{gi}∞i=1 of µ-simple functions converging to f µ-almost everywhere.

Definition A.8 (Bochner integral). The Bochner integral of a simple function

g : O → X sugh that g =
∑N

i=1 χAixi with respect to the measure µ is defined by∫
O
g dµ =

N∑
i=1

µ(Ai)xi ∈ X .

A strongly µ-measurable function f is Bochner integrable with respect to the mea-
sure µ if there exists a sequence {gi}∞i=1 of µ-simple functions gi : O → X such that

lim
i→∞

∫
O
∥f − gi∥X dµ = 0,

where the (real) integral is intended at the sense of Lebesgue. The Bochner integral of
such a Bochner integrable function function is defined as∫

O
f dµ = lim

i→∞

∫
O
gi dµ ∈ X .

Moreover, the value of
∫
O f is independent from the choice of the sequence {gi}∞i=1.

Once defined the integration for Banach-valued functions, we can introduce the
Bochner spaces as the equivalent of the usual Lp spaces for real-valued functions.

Definition A.9 (Bochner spaces and equivalence). A Bochner integrable func-
tion f : O → X belongs to the space Lp(O, µ;X ) for i ≤ p < ∞ if and only if∫
O ∥f∥pX dµ < ∞.

A Bochner integrable function f : O → X belongs to the space L∞(O, µ;X ) if and
only if there exist a real positive number r < ∞ such that µ ({Ω ∈ O : ∥f∥X ≥ r}) = 0.

Two strongly µ-measurable function f and g are said to be equivalent if the subset
of O where f is different from g has measure 0. The equivalence relation is denoted
as f ∼ g.

The Bochner space Lp (O, µ;X ) for 1 ≤ p ≤ ∞ is defined as the quotient of
Lp(O, µ;X ) with respect to the equivalence relation ”∼”.

Bochner spaces are also Banach spaces with respect to the following norms:

∥f∥p =

(∫
O
∥f∥pX dµ

)1/p

for 1 ≤ p < ∞;

∥f∥∞ = inf {r ≥ 0 : µ ({Ω ∈ O : ∥f∥X ≥ r}) = 0} .

Having stated the main definition about generic Bochner spaces, let us focus on
the case where we consider a probability measure P. At first, we can remark the
following embedding of Bochner spaces.

Proposition A.10 (Embeddings in Bochner spaces). Let ℓ and m be real num-
bers such that 1 ≤ ℓ < m < ∞. Then, the following inclusion is true:

Lm (O,P;X ) ⊂ Lℓ (O,P;X ) .

In particular, if f ∈ Lm (O,P;X ), then f belongs also to L1 (O,P;X ).
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Proof. The proof relies simply on Hölder’s inequality [41, Equation (1.9)]. Let us
denote p = m

l and q its conjugate such that 1
p + 1

q = 1. Then, we have:∫
O
∥f∥lX dµ =

∫
O
∥f∥lX 1 dµ =

(∫
O
∥f∥l

m
l

X dµ

)1/p (∫
O
1

)1/q

= ∥f∥lLm(O,P;X ) < ∞.

We recall the definition of the expectation operator in Bochner spaces and a
classical result about the commutation of the expectation and a closed linear operator.

Definition A.11 (Expectation). The expectation operator E [ · ] : L1 (O,P;X ) →
X is the bounded linear operator such that, for all f ∈ L1 (O,P;X ),

E [f ] =

∫
O
f dP ∈ X .

Proposition 1.2.3 and Equation (1.2) of [32] allow to state the following result on
continuous operators on Bochner spaces.

Proposition A.12. Let X and Y be Banach spaces, f : O → X be a Bochner-
integrable function, and T : X → Y be a continuous linear operator. Then, Tf : O →
Y is a Bochner-integrable function, and

E [T f ] = T E [f ].

A more general version of Proposition A.12 is known in literature as Hille’s theo-
rem (see [32, Theorem 1.2.4]), which does not require T to be a continuous operator,
but only a closed one on a subspace of X .

However, Proposition 1.2.3 and Equation (1.2) of [32] point out that, for continu-
ous operators, it is not necessary to prove Hille’s theorem to get the same properties,
since they descend directly from the definition of Bochner integral.

Appendix B. On the numerical implementation.
The optimization algorithm chosen to solve problem (3.7) is the nullspace op-

timization algorithm, introduced in [28]. This algorithm requires the computation
of the shape derivatives of the objective functional as well as of the constraints,
motivating the application of the formula introduced in (3.5) for the derivative of
E [G6(Ω,g)]. The nullspace optimization algorithm is implemented in python. The
packages pyfreefem1 and pymedit2 [27] have been used to interface the python gen-
eral framework with the FreeFem++ finite-element solver and the methods for the
computation of the signed-distance function [24] and advection of the level-set [23]
provided in the ISCD toolbox3.

The numerical results of two different simulations are discussed: in the first case
we consider the random variables X1 and X2 to have an identical distribution (iso-
tropic distribution of the external mechanical load), while the second case considers
an asymmetry in the variances of the two random variables (anisotropic distribution).
The parameters used in the simulation are reported in Table 2. The shapes obtained
by the execution of 200 iterations of the nullspace optimization algorithm for both
cases are reported in Figure 2, and the convergences of the objective and the constraint
functions in Figure 3. All simulations have been performed on a Virtualbox virtual

1Available online at https://pypi.org/project/pyfreefem/
2Available online at https://pypi.org/project/pymedit/
3Available online at https://github.com/ISCDtoolbox

https://pypi.org/project/pyfreefem/
https://pypi.org/project/pymedit/
https://github.com/ISCDtoolbox
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machine Linux with 1GB of dedicated memory, installed on a Dell PC equipped with
a 2.80 GHz Intel i7 processor. The numerical results are reported in Table 1.

Heigth of the domain D 12.0
Radius of the cylinder D 12.0
Region ΓN

inner radius 4.0
outer radius 6.0

Region ΓD

thickness 2.0
distance from the edge of D 1.0

Mesh size parameters
minimal element size hmin 0.4
maximal element size hmax 0.8
gradation value hgrad 1.3

Elastic coefficients
Young’s modulus E 15
Poisson’s ration ν 0.35

Ersatz material coefficient εers 10−3

Treshold M0 3.0
Variances of the random variables isotropic anisotropic

σ2
1 2.5 1.0

σ2
2 2.5 4.0

Number of iterations 200
Table 2

Numerical parameters for problem (3.7) for the cases of random variables with equal and with
different variances.
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